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In this paper we present two new codes devoted to the study of ion temperature gradient
(ITG) driven plasma turbulence in cylindrical geometry using a drift-kinetic multi-water-
bag model for ion dynamics. Both codes were developed to complement the Runge–Kutta
semi-lagrangian multi-water-bag code GMWB3D-SLC described in [1]. The CYLGYR code is
an eigenvalue solver performing linear stability analysis from given mean radial profiles. It
features three resolution schemes and three parallel velocity response models (fluid, multi-
water-bag, continuous Maxwellian). The QUALIMUWABA quasilinear code is an initial
value code allowing the study of zonal flow influence on drift-waves dynamics. Cross-val-
idation test performed between the three codes show good agreement on both temporal
and spatial characteristics of unstable modes in the linear growth phase.

� 2013 Elsevier Inc. All rights reserved.
1. Background and motivation

The success of controlled thermonuclear fusion in magnetic confinement devices such as Tokamaks requires a thorough
understanding of the transport of energy and particles in the magnetized plasma where fusion reactions occur, in order to
control of the energy balance required for efficient operation of the reactor. In core magnetized fusion plasmas, classical col-
lisional transport mechanisms are in many cases superseded by so-called ‘‘anomalous’’ transport mechanisms, driven by mi-
cro-turbulence stemming from a wide range of instabilities. Among these instabilities, drift-wave instabilities such as ion
temperature gradient (ITG) instabilities are thought to be the most likely candidates to explain the enhanced transport ob-
served in experiments. A large research effort has be devoted in the past decades to the study of drift-waves turbulence
through theoretical, experimental and numerical simulation approaches. First principles physical models of core fusion plas-
mas are essentially kinetic models, where all information relevant to a particle species is contained in the one-particle dis-
tribution function f ðr;vÞ in 6D phase space. In the presence of a strong magnetic field, the large time scale decoupling
between the cyclotron motion around field lines and the various drift phenomena leading to drift-wave turbulence, allows
one, through the gyro-averaging operation, to derive dynamical models for the distribution of guiding-centers, pseudo-par-
ticles characterized by mass, charge and magnetic moment l, the latter being an adiabatic invariant. A detailed development
of the so-called gyrokinetic framework is exposed in [2]. The guiding-center distribution function flðr;vkÞ obeys the gyroav-
eraged Vlasov equation
@tfl þ VGC � rf þ dvk
dt

� �
@vkf ¼ 0; ð1Þ
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where l has been subscripted to emphasize that it acts as a parameter and not a dynamical variable. Eq. (1) can be used to
describe the motion of ions, electrons or both. Depending on the phenomenon under investigation, time-scale separation of
the motions of the different species may allow to avoid solving explicitly the dynamics of one species. In our case, ion guid-
ing-center dynamics is described by (1) while the electrons are considered in the me ! 0 limit. The so-called ‘‘adiabatic’’
electrons are perfectly confined in the directions perpendicular to the magnetic field and free to move along field-lines. Un-
der this hypothesis, assuming kkD � 1 and k?q� 1, closure of the system is provided by the quasi-neutrality equation with
linearized polarization drift
Fig. 1.
(b).
Zini þ Zir? �
ni

BXCI
r?/

� �
¼ ne ¼ Zini0e�

qe ð/�h/iFL Þ
kBTe ; ð2Þ
where XCI ¼ qiB0
mi

is the ion cyclotron frequency, / the electrostatic potential and h�iFL is the averaging operator along field
lines. Though the system (1), (2) provides a dramatic reduction in size and complexity compared to the original 2� 6D
Vlasov–Poisson system, remains a ‘‘large’’ problem to solve numerically. Simulation codes such as GYSELA [3–5], ORB5
[6], GENE [7], which tackle the problem of solving Eqs. (1), (2) in realistic toroidal geometry with various methods and/or
additional hypotheses, requires noticeable computational resources (see [8] for a comprehensive review of gyrokinetic
simulations). Multi-water-bag modeling provides a way of reducing phase space by one supplementary dimension, by con-
sidering a family of exact weak (in the distribution sense) but particular solutions of (1). Given an integer N > 0, we define an
N-bags multi-water-bag distribution function by
f ðr;vk; tÞ ¼
XN

j¼�N
j–0

AjH v jðr; tÞ � vk
� �

; ð3Þ
where H is the Heaviside function, Ajðj ¼ 1 . . . NÞ are constant positive weights and A�j ¼ �Aj. Space and time variations of
the distribution function thus occur only through variation of the scalar fields v j, defining the contours of the so-called
‘‘Water-bags’’ (see Fig. 1(a)). The form given in (3) is not the most general one for a multi-water-bag distribution: we have
in our case restricted the study to multi-water-bag distributions with two monotonic branches, the rationale for this choice
being that turbulence is supposed a small perturbation of a near Maxwellian equilibrium state (i.e., a unimodal bell-shaped
function). The multi-water-bag concept can be generalized to any integrable and bounded total variation distribution func-
tion with a finite number of velocity variations (Fig. 1(b)). Substituting (3) in (1), yields the following: provided the contours
v jðr; tÞ are smooth, single-valued and do not cross, f is an exact weak solution of (1) if and only if the contours satisfy the
system of decoupled transport equations
@tv j þ ~VGCðv jÞ � ~rv j ¼
dvk
dt

� �
ðv jÞ: ð4Þ
The 4D equation in phase space ðr;vkÞ is thus reduced to a system of 2N fluid-like transport equations in real space. Let us
emphasize the fact that the multi-water-bag (MWB) distribution is an exact solution of (1), and not a mere 0th order spline
approximation. Local (in time) well posedness (existence and unicity) of classical (regular) solutions for system (1)–(4)
which can be recast as a hyperbolic system of first order conservation laws in several space dimensions with non-local fluxes,
has been proved in [9].

From a computational point of vue, MWB modeling leads to a decoupling in parallel velocity leading to straightforward
and efficient parallelization across the contours v j. In this paper we consider only low number of bags MWB distributions,
which, in addition to decoupling, rely on low vk sampling rate to further reduce computing costs. Examination of the sen-
sitivity of the model predictions with the number of bags and their initial distribution will allow us to evaluate the limits of
the model in the low range of bag numbers.
5

Three bags MWB distribution and reference Maxwellian (a); example of a MWB distribution with five heights Aj and eight contours pairs ðv j;k; v j;kþ1Þ
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In [10,11], local (in the radial variable) linear studies of ITG instabilities in cylindrical geometry using the multi-water-bag
model were numerically performed, while the nonlinear model (2)–(4) was solved numerically in [1] using the Runge–Kutta
semi-lagrangian code GMWB3D-SLC. In this paper we present the global linear analysis code CYLGYR and the quasilinear
code QUALIMUWABA that were developed to provide validation and comparison basis for GMWB3D-SLC.
2. Multi-water-bag modeling of a plasma in cylindrical geometry

In this section we define the physical system under consideration and give the explicit form of the nonlinear dynamical
model obtained from (2) to (4) and its main properties. Introducing a first hypothesis on the relative magnitude of nonlinear
couplings, we then derive the model we refer to as ‘‘quasilinear’’. A second hypothesis on the characteristic time of the evo-
lution of the ð#; zÞ-averaged fields, allows us to derive the ‘‘adiabatic-linear’’ model.

2.1. Nonlinear MWB model

2.1.1. Model equations derivation
We consider here a plasma consisting in a population of ion of mass mi and charge qi ¼ Zie in the drift-kinetic limit

(l! 0), and electrons of mass me and charge qe ¼ �e. The plasma is confined in a cylindrical column of radius a and length
Lz by a uniform and constant magnetic field B ¼ B0ez. The equilibrium state is characterized by density and temperature ra-
dial profiles nðrÞ; TðrÞ. The evolution of the ion gyro-center distribution function fl ¼ f ðr;vk; tÞ is given by the gyro-averaged
Vlasov equation
@tf þ
E� B

B2 � r?f þ vk@zf þ qi

mi
Ez@vkf ¼ 0; ð5Þ
where the electric field E derives from the electrostatic potential /. Electron dynamics is taken in the so-called adiabatic limit
and closure is provided by the quasi-neutrality equation with polarization drift (2). All quantities are from now on normal-
ized using the dimensioning factors given in Table 1. Separating ion density in its equilibrium and perturbed part
ni ¼ n0ðrÞ þ ~ni, and considering j qeð/�h/izÞ

kBTe
j� 1, Eq. (2) is linearized as
� 1
n0
r? � n0r?/ð Þ þ 1

ZiTe
/� h/iz
� �

¼
~ni

n0
� 1: ð6Þ
Taking a multi-water-bag distribution of the form (3) with the normalization conventions of Table 1, we obtain in this geom-
etry the transport equations for the contours v jðr; #; z; tÞ
@tv j þ
1
r
@r/@#v j � @rv j@#/
� �

þ @z /þ
v2

j

2

 !
¼ 0; ð7Þ
and quasineutrality equation takes the form
� 1
n0
r? � n0r?/þ

1
ZiTe

/� /h iz
� �

¼ 1
n0

XN

j¼�N
j – 0

Ajv j � 1: ð8Þ
In all models depicted here, periodic boundary conditions are assumed in the # and z direction, giving the cylinder the topol-
ogy of a torus, and homogeneous Dirichlet boundary conditions for all non equilibrium quantities at r ¼ rmin � 0 and r ¼ a. It
should be noted that, as the problem is solved on an annulus and not on the whole disk (for which the only boundary is in
r ¼ a), we have to set a priori arbitrary boundary conditions in rmin. As we consider equilibrium profiles with gradients
strongly localized around mid-radius, we can expect the turbulent field, at least in its early development, to be mainly local-
ized around mid-radius as well. For m – 0 azimuthal Fourier modes, cancellation of mode amplitude in rmin enforces azi-
muthal symmetry around the origin, and we can expect that the Dirichlet boundary condition will remain relevant in
Table 1
Normalization conventions used throughout the text.

Physical quantity Normalization factor

T T ¼ Teðr0Þ
t t ¼ 1

XCI
¼ Mi

Zi eB

v, u v ¼ cs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
kB Teðr0Þ

Mi

q
z, r L ¼ qs ¼ vt ¼ cs

XCI

/ / ¼ kB T
Zi e
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time. As long as no strong mean radial gradients appear near the origin, quasineutrality for those modes is dominated by the
k2
# ¼ ðm=rÞ2 term of the Laplacian, which is strongly stabilizing near r ¼ 0 . For m ¼ 0 modes, this is not the case: when the

perturbed field reaches near r ¼ rmin values, the homogeneous Dirichlet boundary condition leads to the apparition of spu-
rious radial gradients. In all results presented hereafter, simulations time windows were restricted to avoid this effect. The
system formed by Eq. (7) and (8) the aforementioned boundary conditions are referred to as nonlinear MWB model.

2.1.2. Conserved quantities
The nonlinear MWB model conserves integral quantities, a few of which are used to check numerical scheme accuracy.

Integrating (7) over the whole cylinder C taking into account boundary conditions, we obtain a per-contour conservation law,
Fig. 2.
(a) and
d
dt

Z
C

v jdr ¼ 0: ð9Þ
From (9), we can derive conservation laws for any functional of the form IF ¼
R
C
Rþ1
�1 Fðf Þdvkdr. In the post-processing code

we check relative variations for Fðf Þ ¼ kfk1 (mass), Fðf Þ ¼ kfk2;Fðf Þ ¼ f ln f (entropy). Equivalence of L1-norm and mass
conservation is due to the fact that the multi-water-bag f is by construction definite positive. It should noted moreover that
the water-bag model preserves by construction the maximum principle
min f ðt ¼ 0Þ < f ðtÞ < max f ðt ¼ 0Þ: ð10Þ
In addition to those integral invariants, total energy is conserved,
d
dt

Z
C

X
j

Aj

v3
j

6
drþ

Z
C

X
j

Ajv j � n0

 !
/dr

" #
¼ 0: ð11Þ
In all test-cases considered further, conservation laws violations due to numerical dissipation are estimated, for a given glo-
bal conserved quantity Q, by computing its relative variation with respect to its initial value Qðt ¼ 0Þ. As can been seen in
Fig. 2, conservation laws are well respected in the initial linear phase, where small-scales nonlinear generation by the grow-
ing perturbation is negligible. In the subsequent turbulent phase, numerical dissipation of scales smaller than grid-size en-
tails conservation laws violation.

2.2. Quasilinear MWB model

Taking into account periodicity of the boundary conditions in the ðz; #Þ variables, contours and potential fields are ex-
panded in Fourier series
Xðr; #; zÞ ¼
X

ðm;nÞ2Z2

Xn
mðr; tÞeiðm#þnkkzÞ; ð12Þ
where kk ¼ 2p
Lz

and X�n
�m ¼ Xn

m

� ��. Eq. (7) and (8) become
@tvn
jm ¼ �inkk/

n
m �

X
m0 ;n0

im0

r
@r/

n�n0
m�m0vn0

jm0 � @rvn�n0
jm�m0/

n0
m0

� �
� in0kkvn�n0

jm�m0vn0

jm0 ð13Þ
and
Global conservation laws test for the nonlinear semi-lagrangian code GMWB3D-SLC: Evolution of relative variation with initial value of total mass
energy (b) for a typical run (SMALL test-case).
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�1
r
@rrn0dr þ

m
r

� �2
	 


/n
m þ

n0

ZiTe
/n

m � d/0
n/

0
m

� �
¼
X

j

Ajvn
jm � n0d

0
nd

0
m; ð14Þ
where di
j denotes the Kronecker symbol. In the quasilinear model we assume that the dominant quadratic coupling terms in

(13) are those involving ðm;nÞ � ð0;0Þ modes with ðm;nÞ– ð0; 0Þ. This assumption is valid in the initial state, as all modes
except (0,0) have vanishing amplitude, and can become invalidated later on as the turbulent field grows. Assuming all other
coupling terms are negligible, we obtain the quasilinear transport equation for a Fourier mode ðm;nÞ– ð0;0Þ
@tvn
jm þ i

m
r
@r/

0
0 þ nkkv0

j0

� �
vn

jm þ i nkk �
m
r
@rv0

j0

� �
/n

m ¼ 0; ð15Þ
while the (0,0) mode is driven by a sum of self-coupling terms
@tv0
j0 ¼ �i

X
m;n

m
r

@r/
�n
�mvn

jm � @rv jv�n
j�m/n

m

� �
¼ �2

X
m>0

n > 0

m
r
@rIð/n

mvn�
jmÞ:

ð16Þ
The system formed of (15), (16) and (14) yields the so-called quasilinear model. As the quasi-neutrality equation takes a par-
ticularly simple form for the (0,0) mode, we can express the transport equation for the radial component of the average elec-
tric field, which equals the average poloïdal component of the drift velocity
@thv#iz;# :¼ @t@r/
0
0 ¼ 2

X
j

Aj

X
m>0;n>0

m
rn0

Ið/n
mvn�

jmÞ: ð17Þ
It should be noted that, contrary to (15), Eq. (16) do not involve any coupling suppression. For given identical turbulent fields
composed of ðm;nÞ– ð0;0Þ modes, the evolution of the (0,0) mode would be the same in the nonlinear and quasilinear
model.

2.3. Linear MWB model

Considering a situation at time t0 where the non-(0,0) fields and their spatial variations are such that the driving term of
(16) can be neglected, the (0,0) fields can then by assumed as constant in time in (15). We can then take the time Laplace
transform of (15) (with s ¼ �ix ¼ �ixR þ c; c > 0) to obtain, for an n – 0 mode,
vn
jmðx; rÞ ¼

nkk � m
r drv0

j0

x� nkkv0
j0 � m

r dr/
0
0

/n
mðx; rÞ þ i

vn
jmðr; t ¼ 0Þ

x� nkkv0
j0 � m

r dr/
0
0

; ð18Þ
and quasi-neutrality then becomes
�1
r
@rðrn0dr/

n
mÞ þ n0

1
ZiTe

þ m
r

� �2
� �

/n
m ¼

X
j

Ajvn
jm: ð19Þ
By substitution, system (18) and (19) can either be seen as a problem on the potential or the perturbed contours. Both for-
mulations lead to a problem of the form LðxÞXðxÞ ¼ F0ðxÞwhere L is a linear differential operator, non-necessarily linear in
x;X is the unknown chosen, F0 is set by the initial condition at t ¼ 0. A generic solution is
XðxÞ ¼

P
kXkðxÞdðx�xkÞ þ XtransðxÞ, where xk 2 SpecðLÞ, Xk 2 KerðLðxkÞÞ is solution of the homogeneous system and

XtransðxÞ, the particular solution, solves the inhomogeneous problem. For arbitrary small initial conditions, provided the
spectrum of L contains eigenvalues with c – 0, the solution soon becomes dominated by the unstable eigenmodes in the
kernel of L. Those unstable normal modes are the modes we seek. For each pair ðm;nÞ of space spectral parameters, cancel-
ling the initial condition, the system (18), (19) leads to an eigenvalue problem for the unknown radial envelopes ðvn

jm;/
n
mÞ.

We now show how this problem can be recast following two different strategies that will lead to different solving numerical
methods.

2.3.1. Formulation of the problem on the electrostatic potential
Substituting vn

jmðx; rÞ from (18) into (19) and cancelling initial condition, we obtain a generalized Sturm Liouville eigen-
value problem for the potential envelope /n

mðr;xÞ, nonlinear in the spectral parameter x,
� 1
rn0

drðrn0drÞ þ Gðm;n;x; rÞ
	 


/n
mðx; rÞ ¼ 0; ð20Þ
with
Gðm;n;x; rÞ ¼ 1
ZiTe

þ m
r

� �2
�
X

j

Aj

n0

nkk � m
r drv0

j0

x� nkkv0
j0 � m

r dr/
0
0

: ð21Þ



6 D. Coulette, N. Besse / Journal of Computational Physics 248 (2013) 1–32
We can reformulate the problem in ‘‘Schrödinger’’ form by applying the Liouville transform /n
m ¼

ffiffiffiffiffiffiffi
rn0
p

/n
m, yielding the

problem
� d2

dr2 þ Qðr;m;n;xÞ
" #

wn
m ¼ 0; ð22Þ
where
Qðr;m;n;xÞ ¼ Bðr;mÞ þ Fðr;m;n;xÞ; ð23Þ

Bðr;mÞ ¼ m
r

� �2
þ 1

ZiTe
þ 1ffiffiffiffiffiffiffi

rn0
p d2

dr2

ffiffiffiffiffiffiffi
rn0
p

;¼
m2 � 1

4

r2

� �
þ 1

ZiTe
þ 1

2
j2

n

2
þ jn

r
þ drjn

	 

; ð24Þ

Fðr;m;n;xÞ ¼ �
X

j

Aj

n0

nkk � m
r drv0

j0

x� nkkv0
j0 � m

r dr/
0
0

¼ �
X

j

Cjðr;m;nÞ
x� ajðr;m;nÞ

; ð25Þ
with
jnðrÞ ¼ dr lnðn0Þ; ð26Þ

ajðr;m;nÞ ¼ nkkv0
j0 þ

m
r

dr/
0
0; ð27Þ

Cjðr;m;nÞ ¼
Aj

n0
nkk �

m
r

drv0
j0

� �
: ð28Þ
Eq. (22) with Dirichlet homogeneous boundary conditions forms the nonlinear-eigenvalue formulation of the linear MWB
model.

2.3.2. Spectral linearization
Elimination of the contours envelopes led us to a smaller size problem, at the price of nonlinearity in the spectral param-

eter x. We now exhibit a way of recovering the initial linearity at the price of an extension of problem dimension. Let us
define for all j the unknown fields wn

jm by
ðx� ajÞwn
jm ¼ wn

m; ð29Þ
or equivalently
wn
jm ¼

Aj
ffiffiffiffiffiffiffi
rn0
p

Cjn0
vn

jm: ð30Þ
By eliminating wn
m we obtain a set of 2N coupled equations,
d2ðajwn
jmÞ

dr2 � ðBaj þ CjÞwn
jm �

X
k–j

Ckwn
km

" #
�x

d2

dr2 � B

 !
wn

jm

" #
¼ 0: ð31Þ
The problem is thus recast as a generalized eigenvalue problem on the unknown W ¼ ðwn
jm; j 2 ½�N;N��Þ, linear in the spectral

parameter. This formulation is referred to as the linear-eigenvalue formulation of the linear MWB model.

2.4. Linear fluid and continuous kinetic models

In order to evaluate the impact of the multi-water-bag approach on the physical predictions for the unstable modes stem-
ming from a given equilibrium, it is necessary to compare said results against alternative models. Though comparison with
external codes may provide insight on the model influence, it may prove difficult to discriminate between discrepancies aris-
ing from model and solver differences. To avoid this culprit, two additional models have been implemented. The first is an
elementary 3-moments fluid model with adiabatic closure. It has been chosen for its analytic simplicity and its low insta-
bility threshold, allowing for fast testing of solver and test-cases profiles. The second one is the Maxwellian continuous ki-
netic model, for which the ion response can be expressed as a functional of the Fried and Conte plasma dispersion function
[12]. This model is valid for a Maxwellian equilibrium distribution in vk. Linear analysis of both models leads to the same
problem as (22), the difference appearing in the ion response function through the function Fðm;n; r;xÞ
Ffluid ¼
k#jnx2 � ðnkkÞ2xþ k#ðnkkÞ2TiðjT � 2jnÞ

x x2 � 3ðnkkÞ2Ti

� � ; ð32Þ



Table 2
Model naming conventions; model whose numerical results are presented are printed in boldface.

Models Hypotheses/spectral decomposition Driving equations

jXn
m j
jX0

0 j
� 1 j@t lnjX0

0 jj
j@t lnjXn

m jj
� 1 Xn

mðr; tÞ (0,0) ðm;nÞ

Nonlinear (NL) No No / (13) (13)
Quasilinear (QL) Yes No / (16) (15)
Adiabatic QL Yes Yes P

qXqðrÞe�ixq t (16) (18)

Forced QL Yes No / Import (15)
Linear Yes Yes P

qXqðrÞe�ixq t Import (18)

1-Mode linear Yes Yes Xqmaxe�ixqmaxt Import (18)
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Fkin ¼
1
T
ð1þ nZÞ � k#

nkk
ffiffiffiffiffiffi
2T
p jn �

jT

2

h i
Z þ jTnð1þ nZÞ

� �
; ð33Þ
where jn ¼ dr log n, jT ¼ dr log T are the normalized equilibrium gradients profiles, k# ¼ m
r , n ¼ x

nkk
ffiffi
T
p , Z ¼ ZðnÞ is the Fried and

Conte plasma dispersion function ([12]), Hilbert transform of the Gaussian,
ZðnÞ ¼ p�1
2

Z þ1

�1

expð�t2Þdt
t � n

: ð34Þ
2.5. Summary of model naming conventions used throughout the text

Before detailing the numerical results, we present in Table 2 a synthetic table of the dynamical models studied hereafter
and the assumptions on which they rely.

3. Numerical methods

We now present the various numerical methods applied to the models defined earlier. Methods for the nonlinear and
quasilinear are described briefly, as the first was extensively described in [1] and the second makes use of well established
classical schemes. A more detailed presentation of the methods used to solve the eigenvalue problems arising from the linear
model is then given.

3.1. Nonlinear code and quasilinear code

3.1.1. Nonlinear semi-lagrangian code
The nonlinear code GMWB3D-SLC, has been described in [1]. It leverages a second order Runge–Kutta semi-lagrangian

scheme with cubic splines for space interpolation to solve the advection Eq. (7) for the contours v jðr; #; z; tÞ. Quasi-neutrality
Eq. (8) is solved for the ðh; zÞ Fourier transformed modes radial envelopes by a second order centered finite difference scheme
leading to LU factorization. No modifications were made to the core schemes described in [1]. The code was extended to ac-
cept input data (equilibrium profiles, normal modes perturbation data) generated externally. In-code diagnostics have been
reduced to the bare minimum, i.e., periodic dumping of contours and electrostatic potential fields. A time-parallelized diag-
nostic code has been implemented for all post-processing, data analysis, extraction and visualization.

3.1.2. Quasilinear code
The quasilinear code QUALIMUWABA solves Eq. (15), (16) by a classical 4th order Runge–Kutta scheme in time. The quasi-

neutrality radial differential operators are discretized by a second order centered finite difference scheme. Inversion of the
resulting tridiagonal matrix is done through a simple double-sweep scheme (Thomas algorithm). The code is trivially par-
allelized on ðm;nÞ space spectral numbers. The code can operate in full self consistent mode, where both ðm;nÞ and (0,0)
modes evolutions are computed, or in forced mode, where the (0,0) mode evolution is imposed by external data import.
All further references to the quasilinear code concern operation in forced mode use as it allows for comparisons of the quasi-
linear and nonlinear dynamics of an ðm;nÞ mode coupled with the same driving (0,0) mode.

3.2. Linear analysis code

Nonlinear eigenvalue problem such as (22) arise in many fields of dynamical systems simulation. Though a great number
of approaches and schemes have been developed and used in the last decades, there is no such thing as a one-size-fits-all
method: efficiency and convergence properties remain heavily dependent on problem size, structure and the nature of
the nonlinearity. In our case, the MWB and fluid models lead to a so-called rational eigenvalue problem, as the pseudo-po-
tential Q is a rational function of the spectral parameter x. In the case of the continuous Maxwellian model, Q is an analytic
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function of x in the upper complex plane. Before describing the solvers, let us remind that the solutions we are interested in
are the most unstable ones, for which the growth rate c ¼ Ix is greatest. Though the linear method described hereafter can
provide a full spectrum containing both unstable (c > 0), marginally stable (c ¼ 0) and damped (c < 0) solutions, the focus of
the work is be mostly on the unstable ones. Most notably, singularities arising from the poles of Q whenever x is on the real
axis would require a specific treatment which is out of the scope of the present work.

3.3. Linear analysis: nonlinear eigenproblem solver

Discretizing the radial differential operator on an uniform grid ri ¼ rmin þ ihr of size Nr by second order centered finite
differences, taking into account Dirichlet homogeneous boundary conditions at r ¼ rmin and r ¼ a, Eq. (22) yields the follow-
ing ðNr � 2Þ � ðNr � 2Þ discrete problem
EðxÞw ¼

a1ðxÞ �1 0 � � � � � �
�1 a2ðxÞ �1 0 � � �

0 . .
. . .

. . .
. . .

.

..

. . .
. . .

. . .
. . .

.

0BBBBB@

1CCCCCA
w1

w2

..

.

..

.

0BBBBB@

1CCCCCA ¼ 0; ð35Þ
with diagonal elements ai ¼ 2þ h2
r Qðri;xÞ. The tridiagonal structure of the problem allows for an efficient two steps ap-

proach to solving (35): we first solve the dispersion equation DðxÞ ¼ detðEðxÞÞ ¼ 0 to get a given eigenvalue xk, then we
obtain the matching eigenvector wk by singular value decomposition (SVD) of EðxkÞ.

3.3.1. Dispersion relation solver
The sparse structure of triadiagonal matrices allows for an efficient evaluation of their determinant (see [13,14]). Let Ei be

a sequence of matrices of growing size i� i, whose elements match those of E, i.e., 8ðk; jÞ 2 ½1; i�2, ðEiÞkj ¼ Ekj. Let Di ¼ detðEiÞ.
Developing Di columnwise yields the relation
DiðxÞ ¼ aiðxÞDi�1ðxÞ � Di�2ðxÞ; ð36Þ
with starting conditions D�1 ¼ 0;D0 ¼ 1. DðxÞ can then be obtained by iterating (36) up to i ¼ Nr � 2. The derivative D0ðxÞ
can be obtained in the same iterative cycle by
D0iðxÞ ¼ a0iðxÞDi�1ðxÞ þ aiðxÞD0i�1ðxÞ � D0i�2ðxÞ: ð37Þ
As stated before, the eigenvalues with maximal imaginary part are the ones we are looking for. The solving strategy is a two-
stages one:

	 locate a rectangular closed contour in a subset of the upper complex plane, of highest position on the imaginary axis, con-
taining only one root of D.
	 refine root value by Newton method starting from the center of the rectangular domain enclosed by the contour found in

the previous stage.

The localization step is obtained by a translate and split recursive scheme, starting from a large rectangular box sufficiently
high in the complex plane. The solver first translates and divides vertically until the root count is non zero, then begins split-
ting both along the real and imaginary axis until the root count reaches one. Root counting is obtained by integrating
1

2p
dlnðDðxÞÞ

dx along the contour, which, by the argument principle, will equate the number of roots enclosed by the contour pro-
vided it does not enclose any poles of D. (The technique is similar to contour integration schemes described in [15,16].) The
latter condition is ensured by setting a lower threshold on the position of the search box along the imaginary axis. The set-
ting of this parameter, which acts as a filter on the minimum detectable growth rate, is of crucial importance for the effi-
ciency of the scheme as the increased oscillations of the integrand lead to higher quadrature costs as the contour
approaches the real axis. Once a contour containing only one zero and whose size reaches a fixed threshold is obtained, New-
ton refining is tried starting from the center of the enclosed domain. In case of no convergence the algorithm steps back to
splitting. The scheme stops whenever Newton refining converges, contour dimensions are below required precision, or the
locating procedure reaches the lower threshold without finding any root. Once a given eigenvalue xk has been found, SVD is
performed on EðxkÞ. The candidate eigenvector is the right singular vector corresponding to the lowest singular value, which
should be of the order of the machine zero in modulus. Non-degeneracy is checked by comparison with the second lowest
singular value.

3.4. Linear analysis: linear eigenproblem solver

Among the methods devoted to solving nonlinear eigenvalue problems, spectral linearization has been extensively used
in the case of polynomial problems. In the case of the fluid and MWB models, the pseudo-potential Q, and consequently the
diagonal elements of EðxÞ, are rational functions of x. The problem can be made polynomial by mere multiplication by the
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poles factors. It can then be linearized using standard companion-matrix schemes and recast a linear problem over an ex-
tended space. This approach has been tested but proved unfruitful, the error accumulation in this generic linearizing process
perturbing the resulting spectrum too much. A specially tailored linearization scheme has thus been devised, allowing to
define the pencil matrix coefficients directly from original data. Discretizing (31) with second order centered finite differ-
ences leads to the generalized eigenvalue problem A�xB ¼ 0 in the extended 2NðNr � 2Þ space of the wji. The problem is
solved directly using the ZGGEV routine from LAPACK (QZ factorization). The complete spectrum and eigenspaces are thus
obtained. As stated before, the stable part x ¼ 0 of the spectrum must be considered with caution as the variable change
defined in (29) can become singular whenever x is real.

4. Multi-water-bag parameters settings

To be properly defined, a multi-water-bag distribution of the form (3) requires the setting of both the weights Aj and the
contours v j. In the context of a radial only dependence of the equilibrium quantities, this entails finding N weights Aj and 2N
radial profiles v jðrÞ to represent the initial physical situation. As MWB parameters have no direct physical interpretation, a
matching procedure must be devised to relate the latter to physically relevant quantities. For large number of bags, quad-
rature-like fitting procedures (as in [1,11]) can be used to match the MWB distribution with a given distribution in vk. This
procedure can be fairly efficient for local (in the radial variable) analysis and large number of bags. Throughout this work we
aim at using multi-water-bag distribution with small number of bags (typically 5–10) to fully take advantage of the comput-
ing cost reduction brought by the model, while trying to describe system dynamics as accurately as possible. An accurate
representation of the initial equilibrium state is a mandatory prerequisite to achieve this goal. As physical equilibrium data
is typically defined by radial profiles of various parallel velocity moments of the distribution function, the guiding principle
for MWB parameter setting is moment equivalence: supposing given a set of reference moments, the multi-water-bag
parameters must be set so as to minimize (in the least-square sense), and if possible cancel, the difference between MWB
and reference moments, over the whole radial domain.

4.1. Moment equivalence

We consider an initial physical situation described through a set of parallel velocity momentsMC
kðrÞ profiles, which may

be either given or computed if one knows the initial parallel velocity distribution function. In the following, we will restrict
to an initial Maxwellian equilibrium with zero mean flow. In that case the set of moments can be expressed as
MC
2pþ1 ¼ 0;

MC
2p ¼ nTpJ2p;

(
ð38Þ
where n and T are the density and temperature profiles, and J2p is the normalized Gaussian moment (J0 ¼ 1; J2p ¼ ð2pÞ!
2pp!

; p > 0).
The corresponding parallel velocity moments for the multi-water-bag distribution function are given by
MMWB
k ¼

Xj¼N

j ¼ �N
j – 0

Aj

vkþ1
j

kþ 1
: ð39Þ
Cancellation of odd order MWB moments can be realized trivially by imposing antisymmetry of the contours v�j ¼ �v j. The
even order MWB moments are given by
MMWB
2p ¼

XN

j¼1

2
2pþ 1

Ajv2pþ1
j : ð40Þ
Exact moment equivalence condition up to order 2pmax is then, for all p such that 0 6 p 6 pmax and r 2 ½rmin; a�,
MMWB
2p �MC

2p ¼ 0: ð41Þ
To avoid tackling in its full generality the nonlinear optimization problem defined (41) with the additional constraint of strict
contour ordering conservation on the whole domain, the following resolution scheme is adopted:

	 Choose a reference radial position r0 in the radial domain �rmin; a½.
	 Choose a set of N positive reference nodes v jðr0Þ ¼ Vj at position r0.
	 Compute the weights Aj to satisfy exact moment equivalence at r0.
	 Extend the contours v j for r – r0 by homotopy continuation.

4.1.1. Local moment equivalence at r0

For a given number of bags N, any ordered set of positive N real numbers can a priori be chosen as reference nodes
v jðr0Þ ¼ Vj. Those being known, problem (41) with pmax ¼ N � 1 can be rewritten as
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X
j

AjV jðV2
j Þ

p ¼ pþ 1
2

� �
MC

2pðr0Þ; 0 6 p 6 N � 1: ð42Þ
To simplify notations, we define the modified moments MM
2p as
MM
2p ¼ pþ 1

2

� �
MC

2p: ð43Þ
The Xj ¼ AjVj are thus solutions of a Vandermonde system of nodes ðV2
j Þ. The Vandermonde structure has two main conse-

quences in our case: on the one hand, deterioration of the conditioning of the solutions when N increase limits the range of
accessible N values, typically around 10. On the other hand, the strongly oscillating nature of the solutions as functions of the
nodes makes it difficult to ensure a priori positivity of the weights Aj. The first is not so much of a problem as we restrict
ourselves to small N MWB distributions, but the second imposes severe restrictions on the initial node setting. It should
be noted that individual weight positivity is not necessary for the MWB distribution to be positive, which would only require
positivity of the partial sums fk ¼

P
jPkAj; k 2 ½1;N�. By imposing individual weight positivity we ensure at the same time pos-

itivity and strict monotonicity of the MWB distribution function in j vk j, the latter taken as a safeguard against triggering of
spurious instabilities. Though explicit solutions of the Vandermonde system can be expressed using Langrange interpolation
polynomial coefficients (see Appendix A) and positivity conditions can be stated (see Appendix B), they are not explicit en-
ough to define a constructive procedure to restrict the space of initial nodes. In the Maxwellian equivalence case, we can
however establish necessary conditions for positivity on the extreme nodes V1;VN
V1 <
ffiffiffi
3
p ffiffiffiffiffiffiffiffiffiffiffi

Tðr0Þ
p

; ð44Þ

VN >
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2N � 1
p ffiffiffiffiffiffiffiffiffiffiffi

Tðr0Þ
p

; ð45Þ
which provide a minimal extension for the initial node distribution. Weights positivity is not however, the only criterion
guiding initial nodes setting: for small number of bags, the vk global extent and node distribution notably influence the
dynamics of the system through the wave-particle resonance terms x� nkkv j. With fewer nodes, sampling artifacts are
more likely to occur. In addition to weights positivity, we must impose constraints on node support by bounding
V1 > Vmin and VN < Vmax, and distribution by restricting the nodes distances distribution dispersion. The latter condition
can be enforced strongly by imposing equipartition of nodes, or more weakly by bounding the ratios Vj=Vj�1. One could won-
der why we do not try to obtain a constraint system yielding a unique solution, i.e., force the values of both nodes and
weights. This is actually possible for some values of N. By requiring exact local moment equivalence for the first 2N moments,
we obtain a 2N equation system which can be recast as a generalized Hankel eigenvalue problem, as is done in [17]. This
approach allows for strong local moment equivalence, but unfortunately showed poor non-local radial extensibility
properties.

4.1.2. Radial extension of exact equivalence
Once a set of reference nodes Vj ¼ v jðr0Þ has been chosen and the weights Aj computed, we proceed to the computation of

the radial profiles v jðrÞ; r – r0. To that end, for all value of r – 0, we must solve for the unknowns Vj ¼ v jðrÞ the system SðrÞ of
N polynomial equations
X

j

AjV
2pþ1
j �MM

2pðrÞ ¼ 0; ð46Þ
where p ranges from 0 to N � 1. For each r, the multivariate polynomial system SðrÞ can have a very large number of solu-
tions, and the cost of a full solution would be prohibitive. Considering however that we know a particular solution of Sðr0Þ,
we want to build continuous radial profiles for the v j, and the mapping r ! SðrÞ is continuous, we can solve it by homotopy
continuation: assuming a solution VðrÞ of SðrÞ is known, the solution of Sðr þ drÞ is obtained by Newton method starting from
VðrÞ.

	 Start from known solution vector V1 ¼ VðrÞ.
	 Until (convergence or crossing) do:

– Compute residual vector DðVnÞ ¼ ½MMWBðVnÞ �MMðr þ drÞ�.
– Update Vnþ1 ¼ Vn � ðJ�1

D ÞðVnÞ, where JD is the system Jacobian matrix.

This procedure is iterated upwind and downwind from the initial known solution Vðr0Þ. The crossing condition is defined by
imposing a lower bound on min Vjþ1 � Vj

� �
. As the Jacobian matrix has a Vandermonde like structure, it becomes singular

whenever any two nodes get too close to each other. The problem of solving the system near and after a crossing does not
need to be addressed as we want to build non- crossing distributions. This non-crossing condition adds a posteriori restric-
tions to the set of initial nodes v jðr0Þ that can be chosen as a starting point. As shown in C, the polynomial structure of the
multi-water-bag moments implies limits on the extensibility of the distribution: starting from a given set of weights Aj and
nodes v jðr0Þ, it is not possible to reach any target moment vectorMM with non-crossing continuous contours. The choice of



D. Coulette, N. Besse / Journal of Computational Physics 248 (2013) 1–32 11
initial nodes is consequently crucial for the non-local extensibility of the distribution. This is a major restriction compared to
the local case, where the only constraint is on weights positivity and adequate sampling. In the case of equivalence with a
Maxwellian distribution, extensibility bounds can be more precisely defined, as Maxwellian moment space dimensionality is
restricted by the dependency of the centered Maxwellian distribution on the sole density and temperature. Defining the
rescaled contours ujðrÞ ¼ v jðrÞ=

ffiffiffi
T
p

, the Maxwellian prefactor aðrÞ ¼ nffiffi
T
p ,and K2p ¼ ðpþ 1

2ÞJ2p the exact moment equivalence
equation at order p becomes
Fig. 3.
machin
X
j

Aju
2pþ1
j ðaÞ ¼ aK2p: ð47Þ
The problem of radial extensibility is thus restricted to the problem of a extensibility. This property allows one to try and
find initial nodes v jðr0Þ, used as starting points for the weights computation and homotopy continuation procedure de-
scribed earlier, that optimize a extensibility, regardless of the exact nature of density and temperature profiles. This type
of initial nodes v jðr0Þ is required for gradient profiles scan studies, where we want to be able to vary equilibrium profiles,
while keeping initial node distribution constant to preserve continuity in the mapping ðn; TÞ ! v j.

4.2. Sample equilibrium test-cases

We now present the various test-cases used as a basis throughout numerical experiments. They are first grouped in three
families based on radial domain size, unsurprisingly named SMALL, MEDIUM and BIG. In all cases, the reference density and
temperature profiles are staircase-shaped ones (Fig. 3) defined by
XðrÞ ¼ exp jXDrX tanh
r � rX

DrX

� �� �
; ð48Þ
where the parameters jX ;DrX ; rX allow to control respectively the normalized gradient peak height, width and position. Val-
ues of the parameters for the reference cases are given in Table 3. For each family, parametric studies are done by varying one
or more parameters, domain size excepted, from this base parameter sets. From Figs. 3 and 4, using the exact moment equiv-
alence method, we observe agreement of the reference and MWB moments and gradients up to machine precision. This
property ensures no distortion is introduced by the MWB distribution building procedure in the equilibrium physical char-
acteristics. It should be noted that the chosen sets of equilibrium parameters are not meant to depict realistic fusion devices
plasmas: the strongly localized gradient zones and small domain sizes were chosen to obtain well localized turbulent fields
and the necessary radial resolution while minimizing the required computing and storage costs.

5. Linear and quasilinear analysis codes validation

Numerical methods and models for the linear problem described in Section 3 have been implemented in the CYLGYR lin-
ear analysis code. Independence of the linear problem for different ðm;nÞ parameters pairs allows for a simple parallelization
scheme, where the various ðm;nÞ pairs are statically dispatched among available processes. Several validation approaches
were adopted:

	 For a given resolution scheme, we check convergence of results with radial resolution, and bags number.
	 We check consistency of results between the nonlinear and linear eigenvalue solvers.
	 We perform cross validation of the linear spectral code with the quasilinear initial value code.
Density and temperature radial profiles (a) and gi radial profile (b) for the MEDIUM case. Analytical reference profiles and multi-water-bag ones fit to
e precision.



Table 3
Reference cases parameters set.

Small Medium Big

rmin=qs 1 0.1 0.1
rmax=qs 9 14.5 20
Nr 128 128 128
Index r0 64 64 64
jn 10�2 5:51 � 10�2 10�2

Drn 2 2:9 4
jT 10�1 2:7586 � 10�1 10�1

DrT 0:3 1:45 2
kk 10�3 4:17 � 10�3 10�3

Nbag 6 6 6

Fig. 4. Radial profiles of positive bags contours (a) and moments relative error (b) for the MEDIUM test-case.
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	 We compare results obtained for various models (MWB, Continous Maxwellian) from a common equilibrium.
	 We compare the (radially) global method with a local method using an ansatz for the solution vector /.

5.1. Convergence tests

5.1.1. Radial sampling width convergence
Growth rates (Fig. 5(right)) typically converge (with relative variations below 1%) when hr � 0:1qs. Frequencies conver-

gence (Fig. 5(right)) is usually faster, with a hr � 0:4qs for the same maximum relative variation. For realistic sampling width
range, both growth rates and frequencies exhibit strictly monotonic convergence, increasing in absolute value. Undersam-
pling thus leads to a slight underestimation of growth rates and frequencies.

5.1.2. Pseudo-convergence with respect to number of bags
As stated in Section 4, even requiring exact moment equivalence for N moments, for a given number of bags N, density

and temperature profiles are not sufficient to determine a unique MWB distribution function. As the current work focuses on
small number of bags distributions, it can be expected that the position and distribution of initial nodes in vk space have a
non negligible impact on the results. To speak of convergence with number of bags, one should ideally perform for each value
of N an extensive scanning of admissible distribution functions, and show that the dispersion of results for a given N is lower
than the dispersion of the results between N and N þ 1 bags distributions. As this approach would prove too costly, we re-
strict the study of the influence of bag number to a purely empirical approach: we observe the evolution of results, examine
if tendencies emerge, without aiming at conclusive assertions. Moreover, restrictions on initial nodes choice arising from the
weights positivity and non-crossing requirements prevent us from obtaining an clearly increasing sampling density with N.
As expected, no global convergence pattern can be observed. For small values of the spectral number n though, growth rates
and frequencies tend to converge monotonically (Fig. 6(a)), while this tendency is lost for large n values (Fig. 6(b)). This high-
er sampling sensitivity of results with growing parallel frequency is to be confirmed by the comparison with alternative
models.

5.2. Consistency of nonlinear and linear solvers

The nonlinear and linear eigenvalue problems (22) and (31), though not strictly equivalent, should provide consistent re-
sults for the most unstable modes we seek. Eigenvalues and eigenmodes obtained from the two methods show good agree-



Fig. 5. MEDIUM test case – radial sampling dependency of the most unstable mode ð10;3Þ.
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ment for most of the ðm;nÞ plane, with relative errors on growth rates and frequencies ranging from 10�9 to 10�5. (see Tables
4,5 and Fig. 7). Discrepancies can appear for nkk fringe modes, at the border of the unstable ðm;nÞ-zone. Here we have com-
pared for each ðm;nÞ pair the most unstable mode obtained by both solvers. For most ðm;nÞ pairs, one eigenvalue clearly
dominates all others, but for some low m modes, a chain of secondary eigenvalues of nearly equal frequency and decreasing
growth rates can be found (see Fig. 8(a)). Those modes are not artifacts of the linearization process, as can be checked in the
ð13;1Þ mode case (8(b)) where the argument variations of the nonlinear dispersion relation and the eingenvalues from the
linear solver show good agreement for all secondary eigenvalues.

5.3. Cross validation with quasilinear code

Once eigenmodes for a given equilibrium have been obtained, we can build perturbed states by adding to equilibrium
quantities any linear combination of such modes. Setting the quasilinear code with this initial perturbed state and maintain-
ing artificially the (0,0) quantities to their equilibrium values, we obtain a non-saturating unbounded linear-growth phase,
allowing for accurate check of growth rate, frequencies, and radial envelopes. Conversely, this allows one to check the sta-
bility of the quasilinear forced mode scheme with the time sample widths we can expect to use when performing the com-
parisons between the quasilinear and the nonlinear code presented in the next section. Those sample time widths are fixed
by the nonlinear code diagnostic frequency, and are of the order of 10X�1

CI . Growth rates for the quasilinear code are obtained
by logarithmic regression on global (k/k2; k/k1) and local (j / j ðr0Þ) quantities. Frequencies are obtained by time fast Fourier
transform from local cosðargð/ðr0; tÞÞÞ. We observe good agreement between linear and quasilinear values with relatives er-
rors of the order of 10�3 to 10�2 (see Table 6). Envelope geometry is slightly perturbed during the initial transitory regime,

then locks back to the linear one. Quantitative comparison is done by following k /ql

k/qlk1
� /lin
k/link1

k1 over time and, for enve-

lopes that are well localized, checking the times evolution of the on-grid (discrete) maximum and the first geometric mo-
ments to get position and peak width values. The agreement is good: the relative error between linear and quasilinear
position and width parameters is of the order of 10�3 , with absolute errors below radial grid step size. After a slight curva-
ture distortion in the initial transitory regime, the radial envelope stabilize, with a maximum relative error of a few percent.
Radial variation of envelope phase Argð/ðrÞÞ is also well preserved.

5.4. Comparison between various models

Having checked the validity of the linear solvers for the MWB model, we can now examine the sensitivity of the linear
eigenstructure to the form obtained in the various models for the density linear response ~niðxÞ. The fluid model, as expected
yields larger growth rates and larger unstable span in ðm;nÞ space than the others, while the real frequencies xr and eigen-
mode geometry stay closer to those of the others models. We focus here on comparing the various MWB models with the
Maxwellian kinetic continuous model, taken as a reference solution. Using the three equilibrium test-cases, the MWB dis-
tributions were generated for a number of bags ranging from 4 to 10, using for each bag number two methods of initial nodes
generation: the first optimizing radial extensivity, the second using a uniform node repartition in parallel velocity. The last is
referred to as ‘‘iso-V’’ MWB distributions.

5.4.1. Growth rates and frequencies
Two general observations emerge from the results of the model scan. On the first hand, relative errors for the real fre-

quencies between models tend to be lower than those on growth rates. On the second hand, relative errors on both frequen-
cies and growth rates show little variation with m and grow with n. All models tend to agree for low n values, discrepancies
appearing as n grows. This has a strong impact on the high n cutoff wavenumber of the instability, enhanced by the discrete



Fig. 6. Pseudo-convergence in N of growth rates and frequencies; vk sampling effect.

Table 4
SMALL case: Linear and nonlinear eigenvalue solver comparison; growth rates.

ðm;nÞ cðNLSÞ cðLSÞ Rel error

(8,5) 1.827795073 1.8277951339 �3.33E�008
(9,5) 1.8588793653 1.8588793812 �8.55E�009
(10,5) 1.8715262512 1.8715262519 �3.63E�010
(11,5) 1.8707877033 1.8707876949 4.46E�009
(12,5) 1.8601922576 1.8601922433 7.66E�009
(13,5) 1.8422651104 1.8422650928 9.56E�009
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nature of the wave number n. Now if we look more precisely at the effects of bag number variation and vk sampling, we can
confirm what was hinted at in Section 5.1.2. In the bag number range used, there appear to be no clear convergence towards
the continuous kinetic result with growing bag number: adding more bags tend to increase the vk span the of the distribu-



Table 5
SMALL case: linear and nonlinear eigenvalue solver comparison; frequencies.

ðm;nÞ xRðNLSÞ xRðLSÞ Rel error

(8,5) �5.5108860553 �5.510881896 7.54E�007
(9,5) �5.5070797926 �5.5070780569 3.15E�007
(10,5) �5.5073286127 �5.5073279088 1.28E�007
(11,5) �5.5101623143 �5.5101620336 5.09E�008
(12,5) �5.51458852 �5.5145884077 2.036E�008
(13,5) �5.5199428596 �5.5199428125 8.53E�009

Fig. 7. SMALL case: comparison of linear and nonlinear eigenvalue solvers on growth rates (a) and radial envelopes (b).

Fig. 8. BIG case: (a) zoom of the full spectrum (all ðm;nÞ values) in the region of interest of the normalized complex frequency plane X þ iY ¼ x
nkk

; (b)
spectrum of the most unstable mode ð13;5Þ; (c) spectrum of the most unstable mode ð13;1Þ; (d) argument of the nonlinear dispersion relation for the
ð13;1Þ mode. Linear solver eigenvalues are marked with white dots.
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tion, as we cannot pack too many contours in a fixed compact vk support without violating weights positivity or extensivity
constraints. The impact of this modification of vk extension appears to outweigh the increase of sampling points number,
preventing a net decrease in sampling density. This is confirmed by comparing results obtained from two differently



Table 6
Linear and quasilinear cross-validation; growth rates and frequencies normalized to 10�3XCI; d indicates relative error; the time range of quasilinear run is
½0;10000X�1

CI � with a step Dt ¼ 20X�1
CI .

Case Mode clin cQL dc (%) xR;lin xR;QL dxR (%)

SMALL (6,3) 1.5883 1.6283 2.5 �3.186 �3.1447 �1.3
SMALL (10,5) 1.8567 1.9142 3.1 �5.214 �5.3461 2.5
MEDIUM (6,3) 4.4897 4.5756 1.9 �10.5845 �10.6921 1.0
MEDIUM (10,3) 5.2086 5.2366 0.5 �10.0941 �10.0632 �0.3
BIG (6,3) 2.6241 2.6407 0.6 �3.2542 �3.1447 �3.4
BIG (13,5) 3.3111 3.3014 �0.3 �5.3687 -5.3461 �0.4
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sampled MWB distributions for a constant number of bags: differences in obtained growth rates can be larger than those
obtained when varying the number of bags (Fig. 9). Whether it would be possible to add node constraints allowing to min-
imize growth rates discrepancies with the continuous case in a generic manner (i.e., independently of the actual values of the
initial density and temperature profiles) is still an open question. Nevertheless, considering the low number of vk sampling
points used, the overall agreement between the various MWB models and the continuous Maxwellian model is excellent in
the low n region, good around the peaking region, and very node distribution dependent in the high n cutoff region, where
sampling artifacts (see e.g., the case of the 6 and 7 bags distributions in Fig. 9 can appear). Relative errors on growth rates
range from less than 1% for low n range to a few percent the peaking zone. Error on the cutoff parallel spatial frequency is
typically a few (0,1,2) nkk units but can go up to 5–6 in the worst cases.

5.4.2. Mode envelopes
In the case of a localized gradient zone, global geometry of the most unstable eigenmodes is essentially determined by

boundary conditions, the m
r

� �2 centrifugal term, and the Liouville potential Qðr;xÞ in the gradient zone. For those well local-
ized single lobe modes, discrepancies between the various models appear as slight curvature differences, leading to very sim-
ilar envelopes in modulus, with slight variation in phase (Fig. 10).

5.5. Comparison of global method with a local dispersion relation method using a potential ansatz

The overall robustness to parametric and model variation of mode radial envelope shape in the case of a unique localized
gradient zone, could lead to try to solve the linear problem in an even less costly way by taking a reasonable ansatz for the
solution electrostatic potential / to obtain a local dispersion relation in the gradient peaking region. This approach is notably
used in [3]. Following [3], we use the solution ansatz
/ðrÞ ¼ exp � r � r0
Drn
DrT

0@ 1A2
264

375; ð49Þ
which is essentially a Gaussian centered in the peaking gi region. It should be noted that in order to obtain a local dispersion
relation we should a priori provide two complex numbers d2

r /ðr0Þ and dr/ðr0Þ, up to an arbitrary normalization constant. The
choice of (49) amounts to setting dr/ðr0Þ and Id2

r /ðr0Þ to 0 and setting the curvature of the real part of the mode. In order to
compare the results of the local solver of CYLGYR, with the continuous Maxwellian model, with those presented in [3], we
use here the previously defined MEDIUM test-case, whose parameters were taken from [3,18]. Results for the local ansatz
methods match closely those given in [3]. We then compare results from the local ansatz method and the global solver of
CYLGYR on the same test-case. Relative errors between the ansatz method and the non-local solver range in 5–20%. As it
can be seen in Fig. 11(c), though the electrostatic potential envelopes are quite close, the sensitivity of the problem both
to local modulus curvature and non-zero phase entail large differences in the obtained growth rates. Though the ansatz
method has clear computing cost advantages (see Section 5.6), its sensitivity to the quality of the ansatz justifies the added
cost of the exact method. Moreover, when the unstable radial regions grow in size or number, or a nonzero average radial
electric field is taken into account, the difficulty of finding a reasonable ansatz makes the exact method mandatory.

5.6. Computing costs of the linear solver.

The computing cost of the nonlinear solver scales linearly with radial sampling rate Nr , and in the MWB case with number
of bags. On an Intel Xeon W3680, the average cost is about 0:2 ms=ðNbag � Nr � NmodesÞ for a required precision � ¼ 10�5nkk
and growth rate lower threshold cmin ¼ 10�2nkk. Lowering precision to 10�8 can increase the cost by a factor 20 to 30 on the
same machine. The simple parallelization scheme on ðm;nÞ pairs for a given equilibrium entails loss of parallel efficiency
when the number of processes increase towards the number of modes, because of the discrepancy between tasks costs.
For typical usage, e.g., studying 1–100 equilibria with 100–300 ðm;nÞ pairs, the loss of efficiency did not justify developing
a dynamic parallelization scheme to balance the load between processes. The cost of the linear solver is mostly the one of the



Fig. 9. BIG case: Growth rates (a) and frequency (b) for MWB distributions with equally spaced initial nodes (mwb_N_isoV), non equally-spaced nodes and
good radial extensivity (mwb_N) and the continuous Maxwellian model (kin); Influence of bags contours distribution (c).
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QZ method implemented in LAPACK, which scales as N3 ¼ ð2Nbag � ðNr � 2ÞÞ3 in computing and memory cost. If one is only
interested in the most unstable eigenvalues, the linear method with full QZ factorization is clearly wasteful, as the great
majority of computed eigenvalues are discarded. It becomes relevant as a comparison basis for the nonlinear method, and
for full spectral studies (see Table 7).

6. Linear, quasilinear and nonlinear code cross-validation.

Once the unstable normal modes for a given equilibrium configuration have been obtained, we can use them to generate
perturbations and observe the growth and saturation of the instability using the quasilinear and nonlinear codes. We gen-
erate a p-modes perturbation of a scalar field X (X ¼ v j;/) of the form
eX ¼ �glob

Xp

q¼1

�qXqðrÞ cos mq#þ nqkkzþ aqðrÞ þ bq

� �
; ð50Þ



Fig. 10. BIG case: Modulus and phase of the radial envelope of the most unstable mode ð13;5Þ.
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where �glob sets the perturbation level, �q allow to weight the various eigenvectors, ðXq;aqÞ are the modulus and phase pro-
files of the qth eigenmode of spectral parameters ðmq;nqÞ; bq is a random constant phase factor. Various tests have been per-
formed using 1-mode, 2-modes and many-modes (10 to 300) perturbations. As the various situations share many common
features, we focus for clarity purposes on 1-mode perturbations, and precise when results do not apply to multi-modes ones.

6.1. Validation of the linear phase of the nonlinear code.

Initializing the nonlinear code with a low amplitude perturbation (�glob ¼ 10�6) build from an unstable /n
mqðrÞ normal

mode, we first check that, in the linear phase, i.e., when the back reaction of the unstable mode growth on the average radial
profiles is negligible and after the initial transitory regime, the electrostatic potential Fourier mode /n

mðr; tÞ is an eigenmode
of the discretized nonlinear evolution operator, whose spectral characteristics coincide with those of the linear eigenmode.
To that end we have to check that:

	 The normalized envelope /n
mðr;tÞ

k/n
mk1ðtÞ

is invariant and equals the linear mode one.

	 The nonlinear growth rate, evaluated by logarithmic regression on global (k/n
mk2ðtÞ; k/

n
mk1ðtÞ), or local (j /n

m j ðr0; tÞ) quan-
tities, equates the linear growth rate. The regression region is determined semi-automatically by optimizing the correla-
tion over a set of time windows, whose position and widths are bounded (see Fig. 12(a)).
	 The nonlinear frequency, evaluated by FFT on the time evolution of cosðarg /n

mðr0; tÞÞ, coincide with the linear xr (see
Fig. 12(b)).

In the case of 1-mode perturbations, we can also easily check the dynamics of the (0,0) mode in the linear phase, as it takes a
particularly simple form. In the linear phase, from (18) where we set dr/

0
0 ¼ 0 and vn

jmðr; t ¼ 0Þ ¼ 0 we have
Ið/n
mvnH

jm Þ ¼ �c j /n
mðx; rÞj

2 nkk � k#drV
eq
j

ðxR � nkkV
eq
j Þ

2 þ c2
e2ct ; ð51Þ
where the eq superscript implies that quantities keep their equilibrium values. Substituting in (17) we get
@thv#iz;# ¼ �2c
m

rn0
j /n

mðx; rÞj
2
X

j

Aj

nkk � k#drV
eq
j

ðxR � nkkV
eq
j Þ

2 þ c2
e2ct : ð52Þ
The (0,0) mode is thus of the form f ðrÞ expðc00tÞ where f ðrÞ is a constant radial envelope and c00 ¼ 2c. In the multi-mode
cases, assuming only one eigenmode per ðm;nÞ pair is used to avoid modulation, integration of (52) yields a combinationP

qfqðrÞ expð2cqtÞ and thus
/0
0ðr; tÞ ¼ fqmaxðrÞe2cmaxt 1þ

X
q – qmax

fq

fqmax
e2ðcq�cmaxÞt

 !
; ð53Þ
where cmax ¼ cqmax ¼maxqcq. The mode growth is dominated by the most unstable mode when t 
 sup
q – qmax

sq with
 


sq ¼

1
2ðcmax � cqÞ

ln
ðp� 1Þfq

fqmax




 



1
: ð54Þ
Depending on the number of modes, their relative weights, the values of their growth rates and the duration of the linear
phase, we are able to observe a more or less well defined nearly linear growth for the (0,0) mode, whose rate c00 is close
to 2cmax.



Fig. 11. MEDIUM case: Comparison of the local ansatz and non-local solver results; growth rates (a) and (b), modulus and phase radial profiles (c) (the local
ansatz phase is zero on the whole domain).

Table 7
MEDIUM case with nonlinear solver; average runtime per eigenmode hteigi on Intel XEON
3680 for a 24� 8 ¼ 192 mode map; Nr ¼ 128; required precision � ¼ 10�5nkk .

Model hteigi (s)

Fluid 0.419
MWB 4 0.833
MWB 6 1.461
MWB 8 2.351
MWB 10 3.337
Kin 84.379

Fluid (local ansatz) 0.0116
Kin (local ansatz) 1.349
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Fig. 12. MEDIUM case perturbed by ð10;3Þ: temporal characteristics computation in the linear phase of the nonlinear code; the time window used to
compute the spectrum in (b) (green colored part of the signal) is obtained from the optimal linear regression region computed in (a); refined peak frequency
is obtained by local parabolic or cubic interpolation around the on-grid peak frequency. (For interpretation of the references to colour in this figure caption,
the reader is referred to the web version of this article.)

Table 8
1 mode perturbations: growth rates; cnl is estimated by regression on k/k2; d is the relative error between linear and non linear perturbation growth rate; d00

and d000 are the relative errors between (0,0) mode growth rate c00 and respectively 2clin and 2cNL; frequencies are expressed in 10�3XCI units.

CASE Mode clin cnl d (%) c00 d00 (%) d000 (%)

SMALL (6,3) 1.588 1.572 �1.05 3.147 �0.9 0.1
SMALL (10,5) 1.872 1.885 0.7 3.674 �1.9 �2.5
MEDIUM (6,3) 4.490 4.486 �0.07 8.905 �0.8 �0.7
MEDIUM (10,3) 5.209 5.193 �0.3 10.347 �0.7 �0.4
BIG (6,3) 2.624 2.615 �0.4 5.076 �3.3 �2.9
BIG (13,5) 3.311 3.502 5.7 7.132 7.7 1.8

Table 9
One mode perturbations: frequencies; xmax: on-grid peak frequency; Dx: grid resolution; xparab: peak frequency obtained by parabolic interpolation; dparab:
relative error with xlin; frequencies are expressed in 10�3XCI units.

Cas Mode xlin xmax Dx xparab dparab (%)

SMALL (6,3) �3.18630420404 �3.35103216383 0.837758040957 �3.01482138131 �5.38187228056
SMALL (10,5) �5.50732861185 �5.74462656656 0.957437761094 �5.53064334202 0.423340094913
MEDIUM (6,3) �10.5844754066 �9.863861734 1.64397695567 �10.2807017471 �2.86999258692
MEDIUM (10,3) �10.0941370698 �8.34256962577 2.08564240644 �10.1044493346 0.102160935
BIG (6,3) �3.25420476447 �3.82975104438 0.957437761094 �3.32344644396 2.12776037458
BIG (13,5) �5.36868314324 �5.36165146213 1.34041286553 �5.33804671893 �0.570650632441

20 D. Coulette, N. Besse / Journal of Computational Physics 248 (2013) 1–32
6.1.1. Growth rates and frequencies in the linear phase
We observe a good agreement between nonlinear and linear growth rates, with relative error typically around 1%, and up

to 5% among the various perturbations tested. For 1-mode perturbations, linear growth of the (0,0) mode with rate c00 ¼ 2c



Fig. 13. SMALL case: 1-mode perturbation; snapshots of envelope evolution in the linear phase; envelopes match perfectly at t ¼ 0 (not shown); the
maximum transient distortion is at t ¼ 93;75X�1

CI ; modulus locks back earlier at t ¼ 843X�1
CI than phase (t ¼ 1500X�1

CI .)

Fig. 14. SMALL case: 1-mode perturbation by ð10;5Þ; evolution of normalized ðz; #Þ-averaged electrostatic potential (a) and mean poloidal drift velocity (b)
radial envelopes in the early linear phase.
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is confirmed within a few percent relative error. Table 8 shows result samples for the 1-mode perturbations. In the case of
mode baths, the least unstable modes can be prevented from having a linear phase: their initial transient phase is longer but
the saturation is driven through the (0,0) mode level by the most unstable modes, voiding the linear phase time range. For all
modes unstable enough to have a well defined linear growth phase, relative errors stays of the same order as in the 1-mode
cases. Keeping in mind that frequency estimation is limited by the small number of periods in the linear phase (typically 2–
3), good agreement is also observed between estimated nonlinear frequencies and linear ones: absolute errors are always
below frequency grid resolution, and relative error between the interpolated (see Fig. 12(b)) peak frequency and the linear
one is a few percent at most (see Table 9).



Fig. 15. SMALL case perturbed by (6,3): dominant modes in electric potential power spectrum; k � k2
2 ratios (a); k � k2 ratios (b); sorting threshold is 2% in

both cases.
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6.1.2. Radial envelopes in the linear phase
Envelope geometry is examined through direct observation of modulus and phase radial profiles (Fig. 13) and quantitative

synthetic characteristics parameters as was done in Section 5.3. Behavior is the same in all test-cases observed: during the
initial transient, a slight distortion of the envelope appears, then the mode locks back to the linear envelope during the linear
phase, with faster lock back in normalized modulus than in phase. Average relative error on normalized modulus envelope
peaks at a few percent during the transient, then stays well below 1% during the linear phase. The ðz; #Þ average electrostatic
potential /0

0 envelope of the nonlinear code converges during the transient (early linear phase) to its linear phase asymptotic
profile, as predicted by (52). After this initial convergence has occured, normalized envelope variation stays negligible during
the linear growth phase. Fig. 14 shows the potential envelope and the resulting poloidal velocity shear flow at key instants in
the early linear phase in the case of a 1-mode perturbation.

6.2. Overview of nonlinear spectral dynamics: synthetic diagnostics

As soon as the perturbation grows, the quadratic coupling terms of (13) give birth to spectrum broadening in the ðm;nÞ
spectral plane. Observing the power spectra evolution with time can give a good idea of the dynamics of the harmonic cas-
cades, but does not provide a synthetic overview of the spectral evolution over the whole simulation time range. In order to
obtain a synthetic representation of the time evolution of the spectral contents, we compute at each time ti the relative
weights of individual modes in radial norm k:k2

2 (normalized power spectrum) and k:k2, the latter allowing one to enhance
low level mode representation. All modes whose relative weight is above a fixed threshold at some point in time are explic-
itly represented, while the others are binned together. Such a representation is shown in Fig. 15 for the SMALL case, per-
turbed by a single (6,3)-mode. The (6,3)-mode dominates the spectrum in the initial linear phase. nonlinear couplings
then lead simultaneously to generation on one hand of the strongly dominating (0,0) zonal flow, and higher harmonics
(12,6) and (18,9) of the initial perturbation. During that phase, we observe oscillations of the (6,3)-mode and the mean gra-
dients (Fig. 18). Relaxation of the initial unstable equilibrium to the final marginally stable state does not occur in one run
but though intermediary marginally stable states (Fig. 17). This oscillating behavior is extremal in 1-mode perturbation
where strong feedback coupling exists between the perturbed mode and the (0,0)-flow. In multi-mode perturbations, oscil-
lations amplitude decreases as the number of perturbed modes increases, leading to a direct relaxation for large numbers of
modes. In all cases, the spectrum tends afterward to a continuous one, since more and more harmonics are generated,
strongly dominated by the (0,0)-flow. In order to give a more direct picture of the perturbation evolution, perturbed density
snapshots for a 1-mode perturbation scenario are shown in Fig. 16. After initial growth of the unstable mode, we observe a
shearing and tearing of the convective cells, apparition of smaller sized structures and dominance of the zonal flow at the
end of simulation. Global evolution of the k? spectrum is obtained by performing discrete Hankel tranforms on ðm;nÞ mode
radial profiles, avoiding the need for polar to Cartesian grid interpolation. We can then follow the time evolution of the k?
spectra. As the simulation scenario is one of relaxation, no steady-state spectrum can be expected to appear like in statisti-
cally stationary turbulence scenarii with forcing or sustained energy injection at some chosen scales. We can nevertheless
observe relaxation to spectra exhibiting power-law tails, as can be seen in Fig. 19.

6.3. Nonlinear, quasilinear and linear cross comparisons during first saturation

After the initial transient, the linear growth phase of the perturbation lasts until the (0,0) mode perturbation is strong
enough to make the eigenstructure computed from equilibrium fields unable to represent accurately the perturbed mode
growth. Supposing we know the state of the (0,0) fields at time ti, we can compute the eigenstructure of the linear problem
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corresponding to the initial value problem starting at time ti, considering the (0,0) fields frozen for time t > ti. Let us recall
that this ‘‘adiabatic’’ linear model does not take into account the time variation of the (0,0) fields, reducing the convolution
products appearing in the Fourier–Laplace transform of (15) to mere products in (18). It is however meant to provide an in-
sight on the stability properties of the system state at time ti. Now, as the eigenspaces computed at time ti and tiþ1 are dif-
ferent, the projection of a single eigenmode of the ti state on the tiþ1 eigenspace spans in general several eigenmodes. When
we consider only the most unstable normal mode for a given ðm;nÞ pair, this spectral spreading leads to an additional loss of
accuracy in the representation of the dynamical state. Divergence of this ‘‘1-eigenmode’’ adiabatic linear model with the
nonlinear evolution happens for the two aforementioned reasons, even when the dynamics is dominated by couplings with
the (0,0) mode. Divergence of the quasilinear model forced by the (0,0) fields of the nonlinear one and the nonlinear model
Fig. 16. SMALL perturbed by (6,3); density perturbation snapshots



Fig. 17. SMALL case perturbed by (6,3): multi-stages relaxation to marginal stability; (6,3) and (0,0) modes evolution (left); estimated grow rates for the
three dynamical models (right).

Fig. 18. SMALL case perturbed by (6,3): multi-stages relaxation to marginally stable state; mid-radius temperature (left) and density (right) normalized
gradients oscillations.

Fig. 19. SMALL case perturbed by (6,3): k? spectra of electrostatic potential at XCIt ¼ 3750 in the linear phase (left) and at XCIt ¼ 30;000 (right).

24 D. Coulette, N. Besse / Journal of Computational Physics 248 (2013) 1–32
occurs when the effect of the nonlinear cascade become non-negligible. In order to examine model divergence during the
first stages of saturation, we follow the time evolution of three quantities: the linear growth rate of the most unstable mode
(for given ðm;nÞ parameters) and the logarithmic derivative of a functional of the mode envelope (k/k2; k/k1; j /ðr0Þ j) for the
quasilinear and nonlinear model. The three quantities are equal in the linear phase (after oscillations during the initial tran-
sient). For 1-mode perturbations (Fig. 20), we observe a good fit of the forced quasilinear and nonlinear models up to the first
saturation. As expected, the linear growth rates anticipates the saturation dynamics of the two other models: the linear mod-
el underestimates the first saturation time (first cancellation of c). Conversely, the linear instability threshold is
overestimated.



Fig. 20. SMALL case; 1-mode perturbations: pseudo growth rates comparison in the linear and first saturation phase for the nonlinear (NL), forced
quasilinear (QL) and adiabatic linear models.
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7. Conclusions and prospects

For all combinations of test-cases and perturbations studied, the linear, quasilinear and nonlinear models show good
numerical agreement in the linear growth phase of the instability, for both temporal and geometric properties of the unsta-
ble modes, establishing the consistency of the three multi-water-bag models implemented. Comparison of linear normal
modes between the multi-water-bag and continuous Maxwellian models show that quantitative agreement can be reached
with low number of bags distributions for part of the spectrum. Further improvements in the multi-water-bag parameters
setting scheme are however needed to allow for a better control of vk sampling to ensure optimal convergence of the multi-
water-bag model to the continuous one when increasing the number of bags. Moreover, application of the multi-water bag
model to fusion relevant domain sizes and magnetic field geometry in a gyrokinetic framework is underway, which will al-
low meaningful comparisons with advanced gyrokinetic codes.

Appendix A. Explicit inversion of Vandermonde system

Consider a generic Vandermonde system, of distinct positives nodes Cj, defined for 0 6 p 6 N � 1 by
XN

j¼1

XjC
p
j ¼ Yp; ðA:1Þ
or in matrix form
CX ¼ Y; ðA:2Þ
where Cpj ¼ Cp
j . The Lagrange interpolation polynomial LjðZÞ on the nodes Ck; j – k is defined as
LjðZÞ ¼
Q

k – jðZ � CkÞQ
k – jðCj � CkÞ

¼
XN�1

p¼0

kjpZp: ðA:3Þ
From the interpolation property of LjðZÞ and since Cpj ¼ Cp
j we get
X

k

X
p

kjpCpk ¼
X

k

X
p

kjpCp
k ¼

X
k

LjðCkÞ ¼ dkj: ðA:4Þ
The inverse of C is thus the matrix whose jth row contains the polynomial coefficients of Lj. Solution of system (A.1) then
reads
8j;Xj ¼
X

p

kjpYp: ðA:5Þ
In the case of moment equivalence we have Xj ¼ AjVj;Cj ¼ V2
j ;Yp ¼MM

2p and the expression for the weights become
Aj ¼
1
Vj

X
p

kjpMM
2p: ðA:6Þ
Appendix B. Conditions for positivity of weights

As shown in Appendix A, the weights Aj of a multi-water-bag distribution with N bags satisfying exact moment equiva-
lence for N even moments can be expressed as functions of the reference moments and the coefficients of the Lagrange
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interpolation polynomials on the subsets V2
k ; k – j. Let us note rpðX1;X2; . . . ;XN�1Þ the pth symmetric polynomial and

rjp :¼ rpðX1 ¼ Vj1 ;X2 ¼ Vj2 ; . . . ;XN�1 ¼ VjN�1
Þ where j1; j2; . . . ; jN�1 – j. We then have
Y

k – j

ðZ þ V2
kÞ ¼

XN�1

p¼0

rjpZp: ðB:1Þ
The Lagrange interpolation polynomial coefficient kjp can be rewritten as
kjp ¼
ð�1ÞNþp�1rjpQ

k – jðV
2
j � V2

kÞ
: ðB:2Þ
Taking into account the ordering V1 < V2 < � � � < VN , the sign of the denominator is ð�1ÞN�j and the condition Aj > 0 can be
expressed as
ð�1Þj
XN�1

p¼0

ð�1Þp�1rjpMM
2p > 0: ðB:3Þ
Let us define the N � 1 variables multivariate symmetric polynomial S ¼
P

pð�1Þp�1rpM2p. Let us define Vþ1;V�1;V0 the
manifolds of ðRþ�ÞN�1 where S is respectively positive, negative and zero. For all j we note Wj the point of ðRþ�ÞN�1 defined
by the ordered Vk; k – j. The weight positivity condition can be rewritten as
8j;Wj 2 Vð�1Þj : ðB:4Þ
Now lets consider j0 > j of different parity. Taking into account the invariance of S by any permutation of variables in
ðRþ�ÞN�1, we can deduce from (B.4) that there must exist ajj0 such that
V2
j < ajj0 < V2

j0 and ajj0 ; V2
k ; k – j; j0

n o� �
2 V0 ðB:5Þ
To make the above property clearer, let us consider an example with N ¼ 4. The weights positivity constraints become
SðV2
2;V

2
3;V

2
4Þ < 0; ðB:6Þ

SðV2
1;V

2
3;V

2
4Þ > 0; ðB:7Þ

SðV2
1;V

2
2;V

2
4Þ < 0; ðB:8Þ

SðV2
1;V

2
2;V

2
3Þ > 0: ðB:9Þ
From (B.6) and (B.7), we deduce the existence of a root a12 of SðX;V2
3;V

2
4Þ between V2

1 and V2
2. From (B.7) and (B.8), we can

deduce the existence of a root a23 of SðV2
1; Y;V

2
4Þwhich we can recast by symmetry of S as a root a23 of SðX;V2

1;V
2
4Þ. Combining

the other inequalities this way we deduce the necessary existence of four positive real numbers a12;a12;a14;a23;a34 such that
V2
1 < a12 < V2

2 and ða12;V
2
3;V

2
4Þ 2 V0; ðB:10Þ

V2
1 < a14 < V2

4 and ða14;V
2
2;V

2
3Þ 2 V0; ðB:11Þ

V2
2 < a23 < V2

3 and ða23;V
2
1;V

2
4Þ 2 V0; ðB:12Þ

V2
3 < a34 < V2

4 and ða12;V
2
1;V

2
2Þ 2 V0; ðB:13Þ
Obtaining explicit criteria for weights positivity from condition (B.5) would require a complete characterization of the man-
ifold V0, which is out of the scope of the present work.

We can nonetheless obtain necessary conditions for the extreme nodes V1, VN from the initial system. Taking any two
exact equivalence equations at orders 2p and 2q, dividing by the reference moment and taking the difference we obtain
X
j

Aj

V2pþ1
j

MM
2p

�
V2qþ1

j

MM
2q

 !
¼
X

j

Aj

V2qþ1
j

MM
2p

V2ðp�qÞ
j �

MM
2p

MM
2q

 !
¼ 0: ðB:14Þ
Assuming that Aj > 0 for all j we deduce that for all ðp; qÞ 2 ½1;N�2, there exist j1; j2 such that
Vj1 <
MM

2p

MM
2q

 ! 1
2ðp�qÞ

< Vj2 : ðB:15Þ
Taking into account the ordering V1 < V2 < � � � < VN we obtain necessary conditions on the extreme nodes
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V1 < min
p;q

MM
2p

MM
2q

 ! 1
2ðp�qÞ

; ðB:16Þ

VN > max
p;q

MM
2p

MM
2q

 ! 1
2ðp�qÞ

: ðB:17Þ
Appendix C. Non-local extensibility conditions for MWB exact moment equivalence

In this part we show that MWB moments obey general inequalities relying only on MWB structure and bearing no depen-
dence on the target moments used for moment equivalence. When trying to build an MWB distribution by exact moment
equivalence, these inequalities are transferred to the target moments and thus limit the equivalence domain to the target
moment subspace satisfying said inequalities. The restriction on accessible moments, through spatial moments dependency,
restricts the spatial extensibility of moment equivalence. Let us recall that the expression for the 2pth order MWB moment
for a symmetric distribution is
MMWB
2p ¼

XN

j¼1

2Aj

V2pþ1
j

2pþ 1
; ðC:1Þ
where Aj > 0, Vj > 0. Capital notation for the Vj emphasizes the fact that we are not considering here the Vj as functions of
space, but the even moments as function of the positive Vj; j 2 ½1;N�, viewed as points of RN . Accordingly, the default range of
summation on bag index j is from 1 to N. To clarify notations note A ¼ ðA1;A2; . . . ;ANÞ 2 ðRþ�ÞN and V ¼ ðV1;V1; . . . ;VNÞ 2 RN .
To avoid confusions with coordinates, we use exponent notation (e.g. V ðiÞ) when indexing points of RN .

C.1. General MWB moments inequality

A 2 ðRþ�ÞN being given, we define the mapping Lp;A : RN ! Rþ by
Lp;AðVÞ ¼ MMWB
2p

� � 1
2pþ1 ¼

X
j

2Aj

V2pþ1
j

2pþ 1

 ! 1
2pþ1

: ðC:2Þ
For all p 2 NI, Lp;A defines a weighted 2pþ 1-norm on RN . All norms being equivalent on RN , we deduce that for all
ðp; qÞ 2 N2 such that p – q there exist ðmA;p;q;MA;p;qÞ 2 ðRþ�Þ2 satisfying for all V 2 RN the inequalities
mA;p;qLq;AðVÞ < Lp;AðVÞ < MA;p;qLq;AðVÞ; ðC:3Þ
from which we derive the general condition on MWB moments
m2pþ1
A;p;q M

MWB
2q

� �2pþ1
2qþ1

<MMWB
2p < M2pþ1

A;p;q M
MWB
2q

� �2pþ1
2qþ1

: ðC:4Þ
C.2. Explicit bounds

C.2.1. General properties
Condition (C.4) cannot provide useful bounds, as it does not take into account restrictions on the accessible V space. We

now derive slightly more restrictive conditions, taking into account constraints on admissible V, by adding control param-
eters on nodes support and minimum inter-contour distance. We first build from (C.4) a family of functions whose extremal
values provide the requested bounds using standard optimization techniques.

Definition 1. From (C.4) we define on ðRþ�ÞN the mapping FA;p;q by
F A;p;qðVÞ :¼ Lp;AðVÞ
Lq;AðVÞ

� �ð2pþ1Þð2qþ1Þ

¼
ðqþ 1

2 Þ
2pþ1

ðpþ 1
2 Þ

2qþ1

P
jAjV

2pþ1
j

� �2qþ1

P
jAjV

2qþ1
j

� �2pþ1 : ðC:5Þ
The bounding parameters we seek are the bounds of F on a properly defined subspace of ðRþ�ÞN . As F A;p;q ¼ 1
FA;q;p

, we can
without loss of generality consider restrict the study to q > p. The p > q cases can be recovered by mere inversion of
inequalities.
Property 1. Functions FA;p;q are scale invariant (homogenous of 0th degree). For all ðp; qÞ such that p – q and for all k 2 R�

we have
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F A;p;qðkVÞ ¼ F A;p;qðVÞ: ðC:6Þ

A corollary of the previous statement is that for all V
V � rF A;p;qðVÞ ¼ 0: ðC:7Þ
Property 2. For all k 2 ½1;N�
@F A;p;q

@Vk
¼ 0() Vk ¼

Rq

Rp

� � 1
2ðq�pÞ

; ðC:8Þ
where Ri :¼
PN

j¼1AjV
2iþ1
j ; i ¼ p; q.
Proof
1
F A;p;q

@F A;p;q

@Vk
¼ ð2pþ 1Þð2qþ 1ÞAk

V2p
k

Rp
� V2q

k

Rq

 !
: ðC:9Þ
Taking into account that F A;p;q – 0 and V 2 ðRþ�ÞN we have
@F A;p;q

@Vk
¼ 0() Vk ¼

Rq

Rp

� � 1
2ðq�pÞ

: � ðC:10Þ
From the previous property and the form of the gradient components we deduce the following properties.

Property 3. Let V 2 ðRþ�ÞN and 1 6 j; j0 6 N. The following properties hold.
If ðrF A;p;qÞj > 0 and ðrF A;p;qÞj0 < 0 Vj0 > Vj;

If ðrF A;p;qÞj ¼ 0 and ðrF A;p;qÞj0 ¼ 0 Vj0 ¼ Vj:
ðC:11Þ
In the case q < p the ordering in the first statement is reversed.
Property 4. Let V 2 ðRþ�ÞN .
F a;p;qðVÞ ¼ 0() V 2 span½1;1; . . . ;1� \ ðRþ�ÞN : ðC:12Þ
Proof. Canceling condition of the kth component of the gradient implies that Vk takes a value independent of k. If N > 1, the
gradient can only cancel if Vk ¼ V 0k;8k; k0, i.e., on the one-dimensional subspace spanned by ½1;1;1; . . . ;1�, where all contours
cross each other. Scale invariance Property 1 implies that the critical points in span½1;1; . . . ;1� are degenerate. h
C.2.2. Bounds of F A;p;q under constraints
For the MWB reduction to be valid, the contours are not allowed to cross each other nor cross the Vk ¼ 0 plane. We en-

force this restriction by a lower bound V0 on the first contour V1, and on the minimum inter-contour distance �. We also
want to build finite support distribution by imposing an upper parallel velocity bound VM . We now rephrase the problem
of finding the minimum (resp. maximum) of F A;p;q as a constrained nonlinear minimization (resp. maximization) problem.
Following standard notation in optimization theory, the N þ 1 inequality constraint functions are noted giðVÞ, the equality
constraints hiðVÞ being nonexistent in our case.

Definition 2. Let us first give explicit forms for the constraint functions
g1ðVÞ :¼ V0 � V1; i ¼ 1;
giðVÞ :¼ Vi�1 � Vi þ �; i ¼ 2; . . . ;N;

gNþ1ðVÞ :¼ VN � VM ; i ¼ N þ 1;
ðC:13Þ
We define the corresponding N þ 1� N Jacobian matrix ðrgÞT as the matrix whose ith row is ðrgiÞ
T . Explicit form is straight-

forward from the definition of the gi. For all j such that 1 6 j 6 N we have
@g1
@Vj
¼ �d1

j ; i ¼ 1;
@gi
@Vj
¼ di�1

j � di
j; i ¼ 2; . . . ;N;

@gNþ1
@Vj
¼ dN

j ; i ¼ N þ 1:

ðC:14Þ
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For clarity of notation, we note F A;p;q ¼ f with q > p and C :¼ ðRþ�ÞN in the following. The problem of finding the lower
bound of f can be restated as
ðPÞ min
V

f

s:t: g 6 0
V 2 C

ðC:15Þ
The problem ðP�Þ for the upper bound can be defined similarly by minimizing f � ¼ F A;q;p ¼ 1=f ; q > p. We demonstrate re-
sults for P and precise when modifications (inequality inversions) are to be done for P�. Let us recall the first-order necessary
conditions of optimality (or Karush–Kuhn–Tucker (KKT) conditions) for the existence of a local minimum, without equality
constraints.

Theorem 1. Let V be a feasible point (gðVÞ 6 0) of P. If V is a local minimum then there exists k 2 ðRþÞNþ1 such that
rf þ ðrgÞTk ¼ 0;
ki P 0; i ¼ 1; . . . ;N þ 1
kigiðVÞ ¼ 0; i ¼ 1; . . . ;N þ 1:

ðC:16Þ
As the gradients of the constraints are constants, we can express the first of the above conditions in the simple form
ðrf ÞjðVÞ þ kjþ1 � kj ¼ 0; j ¼ 1; . . . ;N: ðC:17Þ
We now establish a few properties of f for the feasible points of P.

Property 5. Let V be a feasible point of P. Then
ðrf Þ1ðVÞ > 0; ðC:18Þ

ðrf ÞNðVÞ < 0: ðC:19Þ
Proof. Assume @f
@V1
6 0. Then from Property 3, for all j > 1 we have @f

@Vj
< 0, and thus

P
jV j

@f
@Vj

< 0 which contradict the scale
invariance property

P
jV j

@f
@Vj
¼ 0. The second inequality is proved similarly. h

Property 6. Let V be a feasible point of P�. Then
ðrf Þ1ðVÞ < 0; ðC:20Þ

ðrf ÞNðVÞ > 0: ðC:21Þ
Property 7. Let V be a feasible point of ðPÞ (resp. ðP�Þ). If there exist j1 such that rfj1 ðVÞ ¼ 0, then it is unique.
Proof. Let us assume that there exists j2 – j1 such that @f
@Vj2
¼ 0. From Property 2 we deduce that Vj1 ¼ Vj2 , which contradict

the assumption that V is feasible, as at least one constraint is violated. h

From the two previous properties we deduce the sign of the gradient components.

Property 8. Let V be a feasible point of ðPÞ. There exists a unique j1, such that exactly one of the following propositions is
true.

	 For all j such that j < j1; ðrf Þj > 0 and for all j P j1; ðrf Þj < 0.
	 For all j such that j < j1; ðrf Þj > 0; ðrf Þj1 ¼ 0, and for all j > j1; ðrf Þj < 0.
Property 9. Let V be a feasible point of ðP�Þ. There exists a unique j1, such that exactly one of the following propositions is
true.

	 For all j such that j < j1; ðrf Þj < 0 and for all j P j1; ðrf Þj > 0.
	 For all j such that j < j1; ðrf Þj < 0; ðrf Þj1 ¼ 0, and for all j > j1; ðrf Þj > 0.

Now we can deduce an ordering property for the KKT multipliers ki.
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Property 10. Let V be a feasible point of ðPÞ satisfying the KKT conditions (C.16). There exists a unique j1;1 < j1 < N þ 1, such
that exactly one of the two following statements is true.

	 k1 > k2 > � � � > kj1 < kj1þ1 < � � � < kNþ1.
	 k1 > k2 > � � � > kj1 ¼ kj1þ1 < kj1þ2 < � � � < kNþ1.
Proof. The ordering is a direct consequence of Property 8 and (C.17). h
Property 11. Let V be a feasible point of ðP�Þ satisfying the KKT conditions (C.16). There exists a unique j1;1 < j1 < N þ 1,
such that exactly one of the two following statements is true.

	 k1 < k2 < � � � < kj1 > kj1þ1 > � � � > kNþ1.
	 k1 < k2 < � � � < kj1 ¼ kj1þ1 > kj1þ2 > � � � > kNþ1.

We now restrict the set of possible extremal points by eliminating sets of points violating KKT conditions. Elimination is
done first for the cases common to ðPÞ and ðP�Þ.

Property 12. Let V be a feasible point of ðPÞ (resp. ðP�Þ). Let I ¼ i; giðVÞ ¼ 0
� �

. If V satisfy the KKT conditions (C.16), then
cardðIÞ 2 N;N � 1f g.
Proof. Let us first consider the trivial case cardðIÞ ¼ N þ 1. In that case, all constraints are saturated. This can only happen if
the choice of parameters V0;VM; � is such that the system g ¼ 0 has a solution, reducing the feasible set of solutions to that
unique point. In that case Vj ¼ V0 þ ðj� 1Þ� for all j and VM ¼ VN ¼ V0 þ ðN � 1Þ�. In that case f is constant. We consider from
now on that the parameters are chosen to forbid this case.

Now let us assume that cardðIÞ < N � 1. Then there exist i1 < i2 < i3 such that ki1 ¼ ki2 ¼ ki3
¼ 0. This is in contradiction

with Property 10 (resp. Property 11). h

If the parameters are set to exclude the special case cardðIÞ ¼ N þ 1, the local minimum can thus only be found on a vertex
ðcardðIÞ ¼ NÞ or an edge ðcardðIÞ ¼ N � 1Þ of the constraints polytope.

Definition 3. Let 1 6 i 6 N þ 1. The vertex V ðiÞ is the unique solution of the system gkðViÞ ¼ 0; k – i. The components of V ðiÞ

are of the form
V ðiÞj ¼ V0 þ ðj� 1Þ�; 1 6 j 6 i� 1;

V ðiÞj ¼ VM � ðN � jÞ�; i 6 j 6 N:
ðC:22Þ
Definition 4. Let 1 6 i < N þ 1. The edge Eði;iþ1Þ is the set of points V solution of
gkðVÞ ¼ 0; k – i; iþ 1
gkðVÞ < 0; k ¼ i; iþ 1:

ðC:23Þ
The components of a point V of Eði;iþ1Þ satisfy the following relations
V ði;iþ1Þ
j ¼ V0 þ ðj� 1Þ�; 1 6 j 6 i� 1;

V ði;iþ1Þ
j ¼ VM � ðN � jÞ�; iþ 1 6 j 6 N;

V0 þ ði� 1Þ� < V ði;iþ1Þ
i < VM � ðN � iÞ�; j ¼ i:

ðC:24Þ
We have here implicitly discarded all the edges of the general form Eði1 ;i2Þ which would obviously contradict Property 10
(resp. 11). Vertex V ðiÞ corresponds to the situation where the first i� 1 contours are closest to V0 and the N � iþ 1 remaining
contours are closest to VM . In the case of an edge Eði;iþ1Þ, the first i� 1 contours are closest to V0, the last N � i contours are
closest to VM and Vi is free to move between Vi�1 þ � and Viþ1 � �. A representation of the contours values for the vertices and
edges is given in Fig. C.21.
Property 13 (Restriction on admissible solution vertices). Let V ðiÞ be a vertex, as defined in Definition 3. If V ðiÞ is a solution of
ðPÞ then
2 6 i 6 N: ðC:25Þ
Proof. Let us assume that i ¼ 1. From (C.17) we then have ðrf Þ1 ¼ �k2. From Property 5 we deduce that k2 < 0 which con-
tradicts the KKT conditions kj > 0; j – i. The case i ¼ N þ 1 is excluded similarly. h
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The previous restriction does not apply to ðP�Þ as the gradient component signs are compatible with Property 6.

Property 14 (Admissible solutions of ðPÞ (resp. ðP�Þ) on an edge). Let Eði;iþ1Þ an edge as defined in Definition 4. If V 2 Eði;iþ1Þ is a
local minimum of f (resp. f �) then
2 6 i 6 N � 1: ðC:26Þ
Proof. Let us assume that i ¼ 1. We then have k1 ¼ k2 ¼ 0. From (C.17) we deduce that ðrf Þ1 ¼ 0, which contradicts Property
5 (resp. 6). The case i ¼ N is excluded similarly. h

Considering now both ðPÞ and ðP�Þwe have so far proved that the extremal values of f can be reached on some of the N þ 1
vertices V ðiÞ, or on critical points on some of the N edges Ei;iþ1. Further restrictions are not possible without additional
assumptions on the values of the parameters V0;VM ; � and the weights Aj. We now give explicit expressions for the values
of f for those possible extremal points.

Property 15 (Values of f on the vertices). Let 1 6 i 6 N þ 1. We have
f ðV ðiÞÞ ¼
qþ 1

2

� �2pþ1

pþ 1
2

� �2qþ1

R0
p;i�1 þ RM

p;i

� �2qþ1

R0
q;i�1 þ RM

q;i

� �2pþ1 ; ðC:27Þ
with
R0
l;k :¼

Xk

j¼1

AjðV0 þ ðj� 1Þ�Þ2lþ1
;

RM
l;k :¼

XN

j¼k

AjðVM � ðN � jÞ�Þ2lþ1
:

ðC:28Þ
Property 16 (Values of f on critical points of the edges). Let 1 6 i 6 N. If a local extremum V ði;iþ1Þ of f exists on the edge Eði;iþ1Þ

then
V ði;iþ1Þ
i ¼

R0
q;i�1 þ RM

p;iþ1

R0
p;i�1 þ RM

p;i

 ! 1
2ðq�pÞ

ðC:29Þ
with the existence condition
V0 þ ði� 1Þ� < V ði;iþ1Þ
i < VM � ðN � iÞ�: ðC:30Þ
We then have
f ðV ði;iþ1ÞÞ ¼
ðqþ 1

2 Þ
2pþ1

ðpþ 1
2 Þ

2qþ1

R0
p;i�1 þ RM

p;iþ1 þ AiðV ði;iþ1Þ
i Þ2pþ1

� �2qþ1

R0
q;i�1 þ RM

q;iþ1 þ AiðV ði;iþ1Þ
i Þ2qþ1

� �2pþ1 : ðC:31Þ
We thus define the binding constants by
mA;p;q;�;V0 ;VM ¼min
i

f ðV ðiÞÞ; f ðV ði;iþ1ÞÞ
n o

; ðC:32Þ
and
Fig. C.21. Positions of the contours for a vertex V ðiÞ and an edge Eði;iþ1Þ of the constraints polytope.
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MA;p;q;�;V0 ;VM ¼max
i

f ðV ðiÞÞ; f ðV ði;iþ1ÞÞ
n o

; ðC:33Þ
where only admissible values are selected.

C.3. Prefactor bounds in the Maxwellian case

Let us consider the case where a MWB distribution, whose contours obey the constraints gi, verify exact moment equiv-
alence with a Maxwellian distribution for the N first even order moments. For 0 6 p; q 6 N � 1 we have
mA;p;q;�;V0 ;VM <
MC

2p

� �2qþ1

MC
2q

� �2pþ1 < MA;p;q;�;V0 ;VM : ðC:34Þ
At order 2p the Maxwellian moment reads
MC
2p ¼ nTpJ2p; ðC:35Þ
where J2p ¼ ð2pÞ!
2pðpÞ!. Setting the Maxwellian prefactor a ¼ nffiffi

T
p we have
mA;p;q;�;V0 ;VM < a2ðq�pÞ J2qþ1
2p

J2pþ1
2q

< MA;p;q;�;V0 ;VM ; ðC:36Þ
And thus a bounds for q > p
mA;p;q;�;V0 ;VM

J2pþ1
2q

J2qþ1
2p

 ! 1
2ðq�pÞ

< a < MA;p;q;�;V0 ;VM

J2pþ1
2q

J2qþ1
2p

 ! 1
2ðq�pÞ

: ðC:37Þ
Note that these bounds do not provide a close estimate of the actual extensibility of the distribution, as they are reached
when most or all of the constraints are saturated. The actual a range achievable from a starting vector V has a strong non-
linear dependency on V which prevents defining closer a priori bounds.
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